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AI-CREATED INTELLECTUAL PROPERTY:
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The current century is marked by the development of artificial intelligence (Al), which is used not only for scientific purposes, but also for
the creation of intellectual property — videos, games, paintings, poetry etc. It would seem that the result of Al should be identical to similar works
created by humans. However, the current legislation of Ukraine and most countries lags far behind technological advances and does not regulate
not only the phenomenon of artificial intelligence as such, but the protection of intellectual property rights to objects created by Al as well as
the liability for damage caused by it and for it.

In this article, the author formulates different approaches to the very definition of Al, since there is no single and generally accepted one.
Consistently, the author presents contrastive concepts to intellectual property rights to objects created by Al in different jurisdictions. In addition,
the author raises the issue of liability for violation of the rights of third parties by Al and emphasizes the impossibility of imposing liability on it.
In this case, the author considers it appropriate that liability should be assigned to manufacturer, operator, owner or user of Al depending on
the circumstances of the case. At the same time, if Al violates the ownership of someone’s work, the operator, the person who controlled the work
of artificial intelligence, etc. may be held liable under various circumstances that may occur.

The article is devoted to the analysis of the problem of Al property rights and liability for violations caused by it and in relation to it. Also,
the issue of bringing Ukrainian legislation in line with the European one in matters of harming Al to third parties is raised. In support of the positions
and their better coverage the author provides examples from the judicial practice of different countries, foreign legislation, precedents etc. [...]
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Y cy4yacHOMy CBITi 3aKOHOAABCTBO MOBWHHO WTW B HOTYy 3 YacOM Ta OMepaTUBHO pearyBaTu Ha HOBi BUKMUKWA. B OCTaHHi poku LITy4HUIA
iHTENeKkT cTaB OAHUM i3 Takux. Ha xarnb, YuHHe 3aKoHO4aBCTBO YKpaiHu Ta GinbLUOCTi KpaiH CBiTY 3HA4YHO BiACTa€E Bif TEXHOMOrYHOrO nporpecy
i HE perynioe He TiMbK1 ABULLE LUTYYHOrO IHTENEKTY SK Takoro, ane v NoxiaHi npobnemu, NoB’a3aHi 3 NOro BUKOPUCTaHHSAM.

[aHa cTaTTs npucBsideHa BUCBITIIEHHIO Ta aHamnidy camoro po3yMiHHSI LUTYYHOTO iHTEenekTy, npobnem, noB’si3aHWMX 3 1Oro nMpaBoM Ha
iHTEeneKTyanbHy BNacHiCTb Ta MOXIIMBIN BiANOBIAANbHOCTI LUTYYHOrO iHTENEKTY 3a UKoAY, 3aBAaHy HUM abo Loao HbOro.

Y cTaTTi cchopmynboBaHO Aekinbka MigxodiB A0 PO3YMiHHS MOHATTA LITYYHOrO iHTENEeKTY, HaBedeHO pPisHi KoHuenuii HamexHocTi npas
iHTEeneKTyanbHOI BNacHOCTI Ha 00’€KTW, CTBOPEHI LUTYYHUM iHTENEKTOM B Pi3HWUX HOPUCAMKUIAX. BcTaHoBnEHO, Wo, 3 ogHOro GoKy, aBTOPCbKi
npaBa MOXyTb Hanexat TBOpLEBi (PO3POOHNMKY) LWITYYHOrO iHTenekTy. 3a iHWKWMK nigxodamu, aBTOPCbKi NpaBa MOXYTb HanexaTu 3aMOBHUKY
ab0o BnacHWKy LITYYHOro iHTenekTy. Kpim Toro, nopyLieHo NMTaHHs BiANOBIAaNbHOCTI 3@ 3aBAAHHS LUKOAM LUTYYHWUM iHTENIEKTOM npaBam TPeTixX
oci6. BucrnosneHa nosuuist HEMOXIMBOCTI NOKNaAEHHA Ha HbOrO BiAMOBIAANbLHOCTI, @ HAaTOMICTL NPUTSArHEHHA 40 Hel BMPOGHMKa, onepaTtopa,
BnacHvka abo kopucTyBaya LUTYYHOTO iHTENEKTY, B 3aNeXHOCTi Big 06CTaBMH cnpasu.

AHanisytoun MexaHiam poboTy LUTYYHOTO iHTENEKTY, aBTOp NiAHIMAE NUTaHHS, MOB’A3aHe 3 WUTYYHUM IHTENEKTOM Ta MOXIMBUM 3 MOro GOKy
NOPYLUEHHSIM aBTOPCbKMX MpaB. ABTOP AOXOAWTL A0 BUCHOBKY, WO Y TAakOMy BUNagky, disvuHa abo topuanyHa ocoba B KiHLEBOMY MiACYMKY
MOBWHHA HECTM OPUANYHY BignosiganbHicTb. BignosigansHot ocoboto, sik npaswuno, byae BU3HaBaTUCS TOW, XTO KOHTPOMIOBAB LUTYYHUIA iHTENEKT

nif Yac nopyLweHHs. [...]

KntoyoBi cnoBa: LITyYHUI iHTENEKT, NPaBo iHTEeNeKTyanbHOI BMacHOCTI, BiANOBIAanbHICTb 3a 3aBAaHHSA LUKOAW, MOPYLUEHHS aBTOPCbKUX

npae.

Statement of the problem. It is impossible to deny
the fact of the rapid development of artificial intelligence
(AI) and its active use in our daily lives. Such technologies
and systems are extremely cognizant and can create their own
intellectual property objects as well as by their actions may be
caused damage to third parties or infringement of other peo-
ple’s rights. In this regard, the issue of ownership for works
created with the help of Al and liability for damage caused by
Al becomes very relevant.

The purpose of the study is to analyze copyrights
for works created with the help of Al and the possibility
of imposing liability on the Al itself, its developer, owner, etc.

Outline of the material. The concept of “artificial intel-
ligence” (Al) firstly appeared in 1955 when John McCarthy
announced it during his conference speech. In 2007, he pub-
lished the paper “What is Artificial Intelligence?”” where he
defined it as “the science and engineering of making intel-
ligent machines”. The “intelligence” itself is, in his opinion,
“the computational part of the ability to achieve goals in
the world” [1; p. 181].

However, the best known Al definition is so-called Turn-
ing test. In 1950, Allan Turing proposed a test which he named
“Iimitation game”. Based on this test, Al could be defined as
any computer that passes the Turing test.”Turing test” means
a game which is played with three participants: (1) a human,
(2) a computer and (3) a human judge. The human judge is

separated from the other two participants. They can only
communicate via text. The Turing test is counted as passed
if the human judge cannot discriminate between the human
and the computer.

Today, many AI researchers define Al as the study
of intelligent agents. For example, Stuart Russell and Peter
Norvig use the following definition in their standard text-
book “Artificial Intelligence: A Modern Approach” [2; p.
349]:”Artificial intelligence” means an intelligent agent.
“Agent” means a software system which perceives its environ-
ment through sensors and acts uponthat environment through
actuators.”Intelligence” means the ability to select an action
that is expected to maximize a performance measure.

Also, some scientists assume that Al refers to an organized set
of information technologies, with the use of which it is possible
to perform complex tasks with the help of a system of scientific
methods of research and algorithms for processing information
obtained or independently created during work, as well as to cre-
ate and use own knowledge bases, decision models, algorithms
work with information and determine ways to achieve the tasks.

The ownership of the Al-created intellectual property.
Today, there are many different approaches to intellectual
property rights for objects created by Al.

Countries of the Anglo-Saxon legal system generally use
the concept, according to which Al cannot be endowed with
intellectual property rights, the latter can belong exclusively
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to a person. For example, this approach has found its recogni-
tion in the United States. It became widely used after a court
precedent. The court in San Francisco considered the dis-
pute “Naruto v. David John Slater” regarding the copyright
of the selfie taken by the monkey Naruto. At the same time,
PETA (People For The Ethical Treatment of Animals) filed
a lawsuit on behalf of the monkey. However, both the court
of first instance and the Appellate Court came to the conclu-
sion that despite the provisions of the legislation on the protec-
tion of animal rights, the latter do not have the right to apply
for the protection of their violated intellectual property rights.
Only human beings have such rights. By analogy, the existence
of intellectual property rights does not extend to Al [3, p. 5].

The second option, that of giving authorship to the pro-
grammer, is evident in a few countries such as the Hong Kong
(SAR), India, Ireland, New Zealand and the UK. This
approach is best encapsulated in UK copyright law, section
9(3) of the Copyright, Designs and Patents Act (CDPA) [4; p.
10], which states:

“In the case of a literary, dramatic, musical or artistic work
which is computer-generated, the author shall be taken to be
the person by whom the arrangements necessary for the cre-
ation of the work are undertaken.”

Furthermore, section 178 of the CDPA defines a computer-
generated work as one that “is generated by computer in cir-
cumstances such that there is no human author of the work”.
The idea behind such a provision is to create an exception to
all human authorship requirements by recognizing the work
that goes into creating a program capable of generating works,
even if the creative spark is undertaken by the machine.

The countries of the European Union and Ukraine come
to a similar opinion. Domestic legislation establishes that
the author is a natural person who created a work through his
creative work and, accordingly, the primary copyright belongs
to such a natural person. The Supreme Court of the Nether-
lands expressed its vision of the authorship of Al: the object
of copyright must be the result of the creative result of a person
and can be considered in such a way that the result of the intel-
lectual activity of Al will never be considered as authorship
and protected by copyright.

At the legislative level, the question of which person
should be considered the author of the work remains unsettled
and open: the creator of the program, the person who assigned
the task to such a program ot its owner. However, usually
when buying and selling a program containing Al technolo-
gies, a corresponding contract or user agreement is concluded,
which regulates the issue of authorship resulting from the use
of such a program. In other words, the principle of pacta sunt
servanda (agreements must be fulfilled) applies.

Responsibilty for the infringement. Resolution
2015/2103 (INL) of the European Parliament dated Febru-
ary 16, 2017 with recommendations of the European Com-
mission on the civil law regulation of robotics (hereinafter —
Resolution 2015/2103 (INL)) emphasized the impossibility
of holding Al accountable for actions that caused damage to
third parties. Thus, in accordance with paragraph “d” of Res-
olution 2015/2103 (INL), responsibility for causing dam-
age can be assigned to one of the so-called agents, namely:
the manufacturer, operator, owner or user of Al. At the same
time, when establishing the scope of responsibility on the part
of the “agent”, one of the main aspects is the fact of proving
the possibility of predicting negative consequences and pre-
venting them [5, p. 12].

As an example, when an accident occurred as a result
of using the autopilot. In order to determine the responsible
person, it is necessary to understand what caused the accident:

— shortcomings of the program itself, which will result in
the responsibility of the creator of such a program;

—incorrect use of the autopilot by the driver, which will
make the latter liable;

— the intervention of third parties who, for example, hacked
and damaged the program or made certain changes to it and,
accordingly, the fault of such persons.

Machine learning systems learn from the data available to
them, including copyright works like books, music and photo-
graphs. For example, the Next Rembrandt Project trained Al
to develop a new painting in Rembrandt’s style, and used data
from 346 of Rembrandt’s works to do so.

Each work used by an Al may be protected by copyright.
This means that the copyright owner’s permission is needed to
use the work unless a copyright exception applies. This per-
mission may be granted using a licence, which will set out
who can use the work, how and why.

It is possible to avoid infringing copyright by using
licensed or out-of-copyright works. For example, an Al could
be trained using the works of Bethoven, which are no longer
protected by copyright. But unless a work is licensed, out
of copyright, or used under a specific exception, an Al will
infringe by making copies of it.

Copyright is infringed when someone uses a substantial
part of a copyright work without the copyright owner’s permis-
sion. Copies made inside a human brain do not infringe copy-
right. For example, a person may remember a song and sing
it in their head, without infringing copyright in it, however
they would infringe copyright if they wrote down the song or
performed it in public without permission.

In contrast, copies made within an Al “brain” may infringe
copyright. For example, an Al may store a copy of a song
within its memory. Like a human, an Al may also infringe
copyright by generating copies of the song externally, per-
forming it, distributing it, or communicating it to the public
[6; p. 458].

When copyright is infringed, the copyright owner has
the right to take action against an infringer. This means that
when an Al infringes copyright, a person or legal entity must
ultimately be legally responsible. The person who is liable is
normally whoever has control over the infringement, the abil-
ity to stop future infringement and can compensate the copy-
right owner.

Were copyright infringed by an Al, the responsible per-
son would be the one who has control over the infringement.
If the infringement occurs while the Al is being trained, then
the person with control would be the person training the AL If
the Al generates a work that infringes copyright, then the per-
son liable would be whoever has made the necessary arrange-
ments that have led the Al to infringe copyright. This is likely
to be the operator of the Al [7; p. 726].

At the same time, copyright law allows copying in cer-
tain cases to enable technology to work more effectively.
For instance, it allows temporary copies to be made during
processes such as web browsing and signal processing. As
long as these copies do not have independent economic sig-
nificance and enable a lawful end use, they do not infringe
copyright.

Conclusion. Al is a matter that already requires its
legal regulation, starting with an official definition, settle-
ment of the issue of its inclusion in the circle of subjects
or not, dealing with a question of bringing to legal liability
the developer, operator of Al or its owner. Also, since Al can
not have IP rights, the question of which person should be
considered the author of the work remains open: the creator
of the program, the person who assigned the task to such
a program ot its owner. A similar problem exists in the issue
of liability for damage caused by Al Such situations require
urgent legislative regulation, because in practice they will
occur more and more often.
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