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The article provides a detailed analysis of the essence, definition, and classification of artificial intelligence (Al), which is an extremely relevant
topic in the context of rapid technological development. The author emphasizes the lack of a unified opinion not only regarding the definition
of the concept of artificial intelligence but also concerning its capabilities and potential threats. This issue sparks numerous discussions among
scientists, legal experts, and technologists, as different approaches to interpreting Al can significantly impact the legal and ethical aspects of its
use. The paper also notes that the development of technologies, particularly autonomous systems, presents new challenges for society related
to the legal status of artificial intelligence. Difficulties arise not only in the context of defining the legal status of Al but also in determining its
liability under the law. The author highlights that traditional legal frameworks may not always adequately regulate the new realities associated
with autonomous systems capable of making decisions without human intervention. By examining legislative and doctrinal norms in various
jurisdictions, such as the USA, EU, Brazil, China, and Ukraine, the author seeks to clarify who is responsible for the actions of autonomous
systems with artificial intelligence. This question is extremely important because in cases of harm or wrongdoing caused by an autonomous
system, there is a need to identify the subject of responsibility. Whether it will be the software developer, the system's owner, or the system itself
is a matter that requires detailed analysis. The article also explores the possibilities of holding artificial intelligence criminally liable. The author
investigates whether it is possible to recognize Al as a subject of criminal law or whether responsibility will always rest with physical or legal
persons. Different models of liability are examined, including the concept of "collective responsibility," which may be applicable in the context
of actions taken by autonomous systems. Thus, the paper highlights the complexity and multifaceted nature of the issues surrounding artificial
intelligence in the context of law and ethics. The author calls for the development of new legal norms and ethical standards that could adequately
regulate relationships between humans and autonomous systems in the face of rapid technological advancement.
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Y poboTi geTanbHo aHani3yeTbCs CyTb, AediHilia Ta knacudikauis wryyHoro iHTenekTy (LUI), Wwo e Haa3Bn4anHoO akTyanbHOK TEMOK B yMO-
BaXx LUBWAKOrO PO3BUTKY TEXHOMOTI. ABTOP NiAKPECHIOE, WO iICHYE BiACYTHICTb €ANHOI AYMKN HE NULLE OO BU3HAYEHHS KOHLEeNLi WTy4Horo
iHTEeneKTy, a 1 LWOAO MOro MOXIIMBOCTEN Ta MOTEHLiNHUX 3arpo3. Lle nuTaHHs BMKNWKAE YMCIeHHi QUCKYCiT cepeq HayKoBLiB, MPaBO3HaBLiB
Ta TEXHOMOriB, OCKIMbKW Pi3Hi Nigxoau Ao TpakTyBaHHS LI MOXyTb CyTTEBO BMIIMHYTU Ha NPABOBI Ta €TUYHI aCMEKTH NOro BUKOPUCTaHHS. Y poboTi
TaKOX 3a3HAYaETbCH, L0 PO3BUTOK TEXHOIOTIN, 30KpEMa aBTOHOMHUX CUCTEM, CTaBWUTb Nepes CycninbCTBOM HOBi BUKMUKM, NMOB'A3aHi 3 opugmy-
HWM CTaTyCOM LUTYYHOrO iHTenekTy. CKnagHoLLi BUHMKaOTb HE NLUe B KOHTEKCTi BU3HaYeHHs npasoBoro cratycy LI, ane i y nuTanHi ioro Bia-
NoBiAanbHOCTI nepes 3akoHOM. ABTOP aKLEHTYe yBary Ha TOMy, LLO TpaauLiiHi NpaBoOBi PaMK1 He 3aBX4M MOXYTb afeKBaTHO perynoBaTh HOBI
peanii, NOB’sA3aHi 3 aBTOHOMHMMM cMCTeMaMu, SKi 34aTHI NpUAMaTK pilleHHs 6e3 NACbKoro BTpyYaHHs. [ocnimxyroumn 3akoHoAaBYi Ta AOKTpU-
HarnbHi HOpMK B Pi3HUX opUCAVKLisX, Takux sik CLUA, €C, Bpasunis, Kutai Ta Ykpaiha, aBTop HamaraeTbcs 3'acyBaTu, XTO Hece BianoBiganbHiCTb
3a Jii aBTOHOMHUX CUCTEM 3i LUTYYHUM iHTENEKTOM. Lle nuTaHHs € Hag3BMYaNHO BaXXNMBUM, OCKINbKW B pasi 3aBAaHHS LUKOAM ab0 BYMHEHHS
NpaBoMnopyLUEHHS aBTOHOMHOK CUCTEMOO BUHMKae HeobXiaHICTb Y BU3Ha4YeHHi cy6'ekTa BignosiganbHocTi. Yn 6yade Le po3apobHuk nporpamHoro
3abesneyveHHs), BNacHNK CUCTEMM YM caMa cUcTeMa — Lie MTaHHa notTpebye AeTanbHOro aHanidy. Y poboTi Takox pos3rnsaaoTbCs MOXIMBOCTI
NPUTArHEHHS WITYYHOTO iHTENEKTY A0 KPMMiHambHOI BignoBiganbHOCTi. ABTOp AOCHIMKYE, Y MOXnnBO BU3HaTKH LI cy®’ekTom KpuMiHanbHoro
npasa, abo X BiANoOBiganbHICTb 3aBXan byae nexartu Ha hi3uYHUX YK PUANYHUX ocobax. PosrnsgaoTbes pisHi Mogeni BiANOBIAanbHOCTI, BKITHO-
Yaloun KOHLenLito "KONeKTUBHOI BignoBiganbHOCTI", ika Moxe OyTu 3acTocoBaHa B KOHTEKCTi Aili aBTOHOMHUX cucTeM. Takum YnHoM, pobota
BMCBITMIOE CKNaAHICTb | baratorpaHHicTb NpobriemMaTyikui LUTYYHOTO IHTENEKTY B KOHTEKCTi Npasa Ta eTKU. ABTOP 3ak/Mkae A0 HeobXiaHOCTi po3-
pobKM HOBKX NPABOBMX HOPM Ta ETUYHUX CTAHAAPTIB, SKi MOrnu 6 agekBaTHO perynioBaTh BiGHOCUHM MiX NoAbMU Ta aBTOHOMHUMW CUCTEMaMM
B YMOBaX CTPIMKOrO pO3BUTKY TEXHOMOTIN.

Knto4yoBi crnoBa: WTyYHWIA IHTENEKT, MaLLMHHE HaBYaHHS, KPUMiHaNbHO-NPaBoBa BiANoBIAaNbHICTb, Cy6'EKT 3MOYMHY.

In the 21st century, we have witnessed unprecedented
advancements in technology that fundamentally alter our daily
lives, communication, work, and even modes of thinking.
One of the most striking and simultaneously controversial
innovations is artificial intelligence (AI). Such inventions
replicate certain types of human cognitive activity, particularly
interpretation, evaluation, and decision-making. On one hand,
there is a strengthening of artificial intelligence's position,
which contributes to technological progress. On the other
hand, artificial intelligence creates a new level of risks for
social relations and opens new horizons not only in science
and industry but also in the legal realm. In particular, the high
adaptability and general accessibility of Al provide a basis
for the "involvement" of these technologies in various forms
of criminal activity, up to and including the independent
commission of specific criminal acts by robots. As this
autonomy develops, the areas in which crimes are committed

with their participation will inevitably expand. New challenges
and risks arise that require the development of appropriate
legal norms to minimize them without hindering technological
advancement. Traditional legal systems often struggle to keep
pace with the rapid development of technologies, creating
gaps in regulating new realities. While some countries are
attempting to adapt their laws to these new conditions, others
are only beginning to recognize the necessity for such changes.
It is crucial not only to define the legal status of Al but also
to understand how we can protect human rights and ensure
the ethical use of technology. Specifically, given the fact,
the behavior of artificial intelligence entities can sometimes
lead to harm to individual or collective interests protected by
criminal law [1, p. 179]. Therefore, it can be recognized that
there is a necessity for criminal law regulation of relations
concerning the development, production, and use of artificial
intelligence due to a whole range of criminal risks.
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Machine learning methods can be used for cyberattacks,
while facial recognition algorithms and data analysis can
invade people's privacy. The ability of artificial intelligence
systems to effectively search and process information, par-
ticularly personal information about health and psychological
traits, makes them attractive to certain categories of offenders.
The use of neural networks expands the capabilities of crimi-
nals, facilitating their activities; for example, instead of a per-
son creating and disseminating false information, this task can
be handed over to a neural network, which can accomplish
it much faster thanks to deep fake technology. As a result
of the development of artificial intelligence, the following
questions have arisen:

» Who is responsible for actions carried out with the help
of AI? If Al makes decisions that lead to unlawful actions or
violations of the law, who should bear responsibility: the soft-
ware developer, the system operator, or the Al itself? Can
a "smart" robot become a subject of crime, including being
an accomplice alongside a human?

* Does society require criminal law protection, when it
comes to the use of artificial intelligence, and which actions
need to be criminalized today?

* Another issue related to holding Al accountable is that it
can be trained on data that contains biases and discrimination.
For instance, if Al algorithms are used in policing, they may
replicate and amplify systemic harassment and discrimination
present in society, whom should we consider accountable in
that case?

* Furthermore, in cases of crimes committed with the help
of Al there is the question of how to determine guilt and hold
parties accountable. Can Al be considered guilty and subjected
to punishment?

Unfortunately, as of now, Ukrainian legislators cannot
provide answers to these questions, as there is effectively no
regulation of Al This is largely due to the lack of a specific
definition for both the concept of Al and directly related phe-
nomena, which is quite natural given the novelty of the tech-
nology and the variety of implementations and approaches to
it in different countries [2, p. 12].

In 2017, the European Union proposed a comprehensive
approach to defining current and prospective legislation regard-
ing robotics, as articulated in the European Parliament Reso-
lution on Robotics (European Parliament Resolution, 2017).
This resolution delineates various applications of artificial
intelligence (Al), addresses issues of accountability and eth-
ics, and establishes fundamental behavioral guidelines for
developers, operators, and manufacturers within the robotics
sector. These guidelines are grounded in Isaac Asimov's three
laws of robotics (1942).

In 2021, the European Commission published a draft regu-
lation on artificial intelligence, which aims to establish har-
monized rules in this domain. The EU presented a document
encompassing a broad spectrum of problematic aspects related
to the application of Al systems. These EU documents under-
score the significance of upholding human rights and main-
taining oversight over Al systems. Subsequently, the European
Commission introduced the "White Paper on Artificial Intelli-
gence," which proposes a risk-oriented approach to Al regula-
tion. This White Paper emphasizes the necessity of respecting
human rights and exercising control over Al systems.

In March 2024, the European Parliament approved legisla-
tion regulating the use of artificial intelligence (Artificial Intel-
ligence Act) [3]. This initiative represents the first compre-
hensive set of regulations of its kind globally. The aim of this
initiative is to "protect fundamental rights, democracy, the rule
of law, and environmental sustainability from high-risk artifi-
cial intelligence, while also fostering innovation and establish-
ing Europe as a leader in this field," as stated in the European
Parliament's announcement. The Act stipulates that Al-based
technologies will be categorized by risk levels: unacceptable
(in which case the technology will be banned), high, medium,

and low. Under the new law, certain practices will be prohib-
ited, including real-time facial recognition (RBI), emotion
recognition in workplaces and schools, social scoring, and Al
technologies that manipulate human behavior or exploit vul-
nerabilities.

General Purpose Al Systems (GPAI) will be required to
adhere to specific transparency standards. All images, audio
recordings, or video footage processed using Al ("deepfakes")
must carry appropriate labeling. European Parliament Presi-
dent Roberta Metsola stated that this legislation will promote
innovation while simultaneously safeguarding the fundamen-
tal rights of EU citizens. "Artificial intelligence has already
become an integral part of our daily lives. Now it is being
regulated by our legislation."

In the United States, the National Al Initiative was estab-
lished to strengthen and coordinate research, development,
demonstration, and training in the field of Al across all depart-
ments and agencies after the U.S. Congress passed the National
Al Initiative Act in January 2021. The law engaged numerous
U.S. administrative agencies, including the Federal Trade Com-
mission (FTC), the Department of Defense, the Department
of Agriculture, the Department of Education, and the Depart-
ment of Health and Human Services, and created new offices
and working groups aimed at implementing a national strategy
for legislation and regulation in the field of artificial intelli-
gence. The Algorithmic Accountability Act of 2022 noted that
within the common law system, artificial intelligence, in its
external manifestations, could correspond to such mandatory
elements of a crime as mens rea and actus reus, and the model
of "direct liability" may be applied in the future to its capa-
bilities to perform actions that have characteristics similar to
those of a crime.

The proposed law will create rules requiring "covered
entities,”" which include companies meeting certain criteria, to
conduct impact assessments when using automated decision-
making processes. This is a response to reports that artificial
intelligence systems can lead to biased and discriminatory
outcomes, particularly those created using AI or machine
learning. The use of Al in the criminal justice system will be
included in such a Bill of Rights. Additionally, to create a "vol-
untary risk management system for trustworthy Al systems,"
the National Institute of Standards and Technology (NIST),
a division of the U.S. Department of Commerce, is collaborat-
ing with stakeholders. The final product of this initiative may
be comparable to the voluntary regulatory framework pro-
posed by the EU.

The Brazilian bill on Al provides a detailed description
of the rights of users interacting with Al systems and offers
guiding principles for categorizing different types of Al based
on the risk they pose to society. It is important to note that this
law clearly states that Al developers are required to conduct
risk analyses before releasing an Al product to the market. The
bill's focus on user rights places the responsibility for infor-
mation about Al systems on the manufacturers. Users have
the right to know that they are interacting with Al, as well as
the right to an explanation of how the Al arrived at a particu-
lar decision or recommendation. Users can also challenge Al
decisions or request human intervention, especially in cases
where Al decisions may significantly impact them, such as
in autonomous vehicle management systems, hiring criteria,
credit assessments, or biometric identification. The highest
risk category relates to any Al systems used in areas related
to safety or that can affect human life and health; such sys-
tems are prohibited in principle. All Al developers are respon-
sible for harm caused by their Al systems; however, develop-
ers of "high-risk" products must adhere to higher standards
of accountability.

The "Next Generation Artificial Intelligence Develop-
ment Plan" from China in 2017 states that generative Al mod-
els should reflect "the core values of socialism." In its cur-
rent form, the draft regulations indicate that developers are

331



Ne 8/2024

"responsible" for the outcomes produced by their Al [4]. The
rules also establish restrictions on the use of data for train-
ing, and developers bear legal responsibility if their data
infringes on anyone's intellectual property. The rules require
that Al services generate only "true and accurate" content. It is
noteworthy that China has one of the most developed regula-
tory frameworks in the world regarding Al regulation, which
complements existing laws related to deepfakes, recommen-
dation algorithms, and data security, giving China an advan-
tage over other countries that are beginning to write new laws
from scratch. Additionally, the Chinese internet regulator
announced restrictions on the use of facial recognition tech-
nology in August.

Ukraine is also moving in this direction: in October 2023,
the Ministry of Digital Transformation presented a road-
map for Al regulation; individual initiatives for the develop-
ment and application of Al are emerging at the local level as
well. One of the goals of this strategy is stated as “building
Ukraine’s brand as a digital nation in the field of AI.” Ukraine
is already applying Al systems in medicine, education, busi-
ness, and public administration. A particularly important area
for Al use is military technology. In this regard, the govern-
ment plans to create significantly more opportunities for both
developers and users of Al. Ukraine's ambitions regarding
the use and development of Al raise questions about proper
legal and managerial regulation of these technologies. In 2020,
the Cabinet of Ministers of Ukraine approved the Concept
of Atrtificial Intelligence Development in Ukraine, which out-
lined the goals and main tasks of Al development. The main
objectives of the Concept are to define the directions for Al
development to meet the needs and interests of people, build
a competitive economy, and improve public administration.

The Concept identified nine priority areas for the imple-
mentation of state policy in the field of AL, including education,
science, economy, cybersecurity, defense, information security,
state governance, legal regulation, and ethics. One of the pri-
ority directions for implementing the Concept is to "occupy
leading positions in global ratings (Al Readiness Index by
Oxford Insights, Al Index by Stanford University) by 2030."

In the field of justice, the main tasks of transformation
were defined as:

* Further development of technologies already used in jus-
tice;

* Introduction of Al-based consulting programs;

* Conducting activities to resocialize convicted individuals
using Al technologies;

* Issuing court decisions in cases of minor complexity
based on results of analysis using Al

In 2021, the Cabinet of Ministers approved the Plan
of Actions for Implementing the Concept of Artificial Intel-
ligence Development in Ukraine for 2021-2024. The plan
includes measures to introduce legal regulation, information
campaigns, scientific cooperation, and the implementation
of Al technologies in various spheres, including justice.

One of the main formal shortcomings of the Concept
and Plan is that they do not provide for conducting wide
consultations or discussions with stakeholders in those areas
where Al technologies will be introduced (in justice, this
includes judges, prosecutors, lawyers, etc.). Such discussions
could have formed a more realistic view of needs, opportu-
nities, boundaries, and risks of implementing Al in these
spheres and enabled further development based on specific
data and context.

Currently, there are two main strategies for developing
legal regulation:

* Developing a national legal framework;

* Implementing (full or gradual) the EU Al Act (EU Al
Regulation).

To adapt European law to the needs and challenges
of the Al industry in Ukraine, active cooperation with regu-
latory bodies is necessary. The introduction of European

legislation will undoubtedly face technical and institutional
challenges, but European legal and regulatory standards
in this area should serve as a reference point for Ukraine, given
that Ukraine's course on European integration is enshrined in
its Constitution.

A thorough examination of the current domestic and for-
eign doctrine on artificial intelligence has led to the conclu-
sion that Al refers to a field of computer science that studies
the development of software and hardware systems capable
of performing tasks that typically require human intelligence.
Al can encompass technologies such as machine learning,
image recognition, natural language processing, and autono-
mous systems. As a result, the system not only operates strictly
according to the algorithm designed by its creator, but also has
the ability to modify this algorithm within certain boundaries
to optimize decision-making.

After studying the concept of artificial intelligence and its
significance, it is necessary to enumerate the possible types
of AI development. In information technology, depending
on complexity, three levels of Al development are identified:
1) narrow artificial intelligence (Artificial Narrow Intelli-
gence), focused on specific tasks or a limited range of tasks;
2) general artificial intelligence (Artificial General Intelli-
gence), universal and capable of solving a wide range of tasks
at the level of human intelligence; 3) superintelligence (Arti-
ficial Superintelligence), exceeding the intellectual abilities
of both an individual human and humanity as a whole.

In terms of perception of the surrounding environment,
Al systems can be divided into four types. The first type:
reactive systems (capable of reacting to the surrounding envi-
ronment). The second type: systems with limited memory
(correcting behavior based on experience). The third type:
intelligent systems (capable of recognizing thoughts and emo-
tions). The fourth type: systems with artificial self-awareness
(capable of forming self-representations and having cognitive
abilities at the level of human beings).

Such a division suggests a predictable growth in the capa-
bilities of AI. Therefore, today's recommendations by the Euro-
pean Parliament emphasize that robot autonomy introduces
new aspects in determining their status — whether they can be
considered as physical persons, legal entities, animals, or other
subjects of rights, or if a new category with unique characteris-
tics and consequences for the distribution of rights and respon-
sibilities is necessary.

In the context of criminal law, the characterization of any
criminal offense involves the examination of its subjective fea-
tures (subject and subjective side). Crimes committed using
Al systems are no exception. The subject is one of the four
essential elements of a crime, without which any consideration
of criminal responsibility becomes meaningless.

In Ukraine's Criminal Code, the concept of "subject"
is defined in Section IV of the General Part, which is titled
"Person liable to criminal responsibility (subject)". Accord-
ing to Article 18, Section 1 of the Criminal Code, the subject
of a crime is a physical person who has committed the crime
at an age where, according to this Code, criminal responsibil-
ity may be established [5].

The proliferation of Al systems raises questions about
defining the subject of a criminal offense committed by
such a system. It is essential to note that Al system activity
is still linked to human beings and is subject to their control
(either directly or indirectly), and therefore, Al often serves as
a means of inflicting significant harm [6, p. 113].

However, as autonomous Al systems become more preva-
lent, it becomes increasingly difficult to consider them solely
as instruments in the hands of other subjects (manufactur-
ers, operators, owners, or users). This, in turn, may lead to
the commission of socially dangerous acts that have severe
consequences. Therefore, it is possible to identify several
types of situations where Al may commit actions with charac-
teristics of criminal offenses:

332



IOpuanunmnii HayKOBUM €1EKTPOHHUMN Ky pHAI

» A mistake was made in the creation of an Al algorithm or
certain parts of it, which resulted in the commission of a crimi-
nal offense. A variant of this situation is cases where an Al sys-
tem "went out of control" due to the failure to consider certain
factors during algorithm development;

» The adoption of an Al system capable of self-learning,
which made decisions that can be qualified as criminal-contrary;

* An Al system suffered external interference, as a result
of which a criminal offense was committed;

* An Al system was intentionally created with the goal
of committing a criminal offense.

By identifying these potential scenarios, it is possible to
develop a more comprehensive understanding of the role of Al
in criminal justice and to address the challenges posed by this
emerging technology.

In 3 and 4™ scenarios, the use of Al as a tool for perpe-
trating criminal offenses is effectively implied. The individual
responsible for using Al for illegal purposes would be liable
for punishment.

However, the situation where an error occurs, leading to
criminal consequences, is particularly problematic. Tradi-
tional criminal responsibility assumes the presence of guilt
and awareness of committing a crime. In the case of Al, deter-
mining responsibility is challenging due to its algorithm-based
operation and lack of consciousness [7, pp. 269-279].

For instance, in 2018, a self-driving car developed by Uber
Technologies Inc. struck a girl in Arizona due to a program-
ming error [8, pp. 412—436]. Similarly, in 2019, a self-driving
bus called Navia collided with a pedestrian in Vienna due to
an algorithmic error. In these cases, the company took respon-
sibility and stated:

* The manufacturer is accountable if an accident occurs
due to a software malfunction. For example, Uber stated that
they would be responsible for accidents involving their self-
driving cars;

* The owner of the vehicle is accountable if the self-driving
car is not insured, and the level of automation is low.

This approach is entirely justified and may establish
a precedent for addressing similar cases in common law coun-
tries. Furthermore, this example highlights the need to include
the following individuals in the list of those responsible for
crimes related to Al: the creator of the AI model; the manufac-
turer of Al systems; the seller of products equipped with Al
the user of products equipped with Al; other physical persons
involved in Al usage and/or invention. Even if developers,
manufacturers, and users are not fully aware of their responsi-
bility, the fact that they deploy systems they do not understand
or control cannot excuse them from liability [9].

The emergence of the second scenario suggests that, as
predicted by the founders of Al such as Alan Turing, future
Al systems will possess two primary attributes. Firstly, Al will

be capable of accumulating experience and learning from it.
Secondly, Al will be able to operate independently of human
intervention and make individual decisions autonomously.
In essence, such a subject of Al would possess cognitive abili-
ties, enabling it to select between alternative possible solutions
to problems [10, pp. 58-67].

Therefore, it can be argued that if such an Al system
commits a criminal offense, it may be held liable for crimi-
nal responsibility. In this context, legislators should develop
anew system of penalties that can be applied to artificial intel-
ligence. Considering the impossibility of applying traditional
imprisonment to software and hardware systems, an alterna-
tive approach would be to temporarily disable the Al system
for a specified period. During this time, the Al system would
be restricted and temporarily deprived of its virtual freedom.
This approach would allow for the development of a new
framework for holding AI systems accountable for their
actions, which would be essential in addressing the ethical
and legal implications of autonomous Al systems.

It is evident that the need for regulating Al through crimi-
nal law is becoming increasingly pressing. However, it is also
important to acknowledge that AI will, in turn, have an impact
on the criminal legal sphere. For instance, the development
of autonomous vehicles in the near future will require criminal
law regulation of the use of Al systems in the field of traffic
safety, including the creation of a new criminal offense — inter-
ference with autonomous vehicle software.

Furthermore, Al systems may be involved in the commis-
sion of crimes such as causing harm to health or life, inva-
sion of privacy, illegal disclosure of protected information,
fraud, traffic violations, and inadequate public transportation
services, as well as terrorist acts and computer-related crimes.

At this stage of human kind development and technologi-
cal advancement, it is premature to attribute elements of legal
subjectivity to AI. However, domestic and international law-
makers will need to confront the changing legal status of Al,
which requires departing from the traditional understanding
of "subject" and recognizing Al as a subject of crime. The rec-
ognition of Al as a subject of crime would effectively necessi-
tate defining its rights and obligations and ensuring their guar-
antee and protection by the state. The decision to recognize Al
as a subject of law ultimately depends on constitutional law
rather than criminal law. Therefore, this process will require
reviewing laws and changing legal culture.

However, it is clear that society must already anticipate
potential risks and develop a concept of responsibility, including
criminal liability, when creating and using Al. This will be faci-
litated by the expansion of judicial practice in this area, which
will likely lead to the adaptation of legislation to new realities
and the creation of new precedents in countries with common
law systems that address the questions raised in this work.
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